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The latest generation of 3D PC graphics hardware (GPUs) includes
highly-programmable floating-point vertex and pixel-fragment
processors.  These processors are flexible enough to support high-level
C-like programming languages.

GPU designers have added programmability to these GPUs mostly to support
procedural shading capabilities similar to those used in off-line movie
rendering.  But, much of the impact of these GPUs may come from the fact
that they are the first highly parallel processors that are deployed on
every desktop and are user programmable.  The stream-processing
programming model used by these GPUs can be used to efficiently support
a wide variety of algorithms, including ray tracing and various types of
physical simulation.

The speaker lead the design effort at NVIDIA for Cg, a C-like language
for GPU programming.  This talk will describe the design goals of Cg,
explain some of the key design decisions in the language, and summarize
Cg’s programming model and capabilities.
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